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Rozdziat 3

Inzynieria lingwistyczna

Streszczenie

Inzynieria lingwistyczna, zwana takze przetwarzaniem jezyka naturalnego (ang. natural
language processing, NLP), zajmuje sie komputerowg analizg i generowaniem tekstu, mowy
oraz sygnatow niewerbalnych. Stosowana jest w wyszukiwarkach internetowych, ttuma-
czeniach maszynowych, chatbotach czy asystentach gtosowych. Poczatki tej dziedziny
siegajg potowy XX w., gdy Alan Turing zaproponowat test mierzacy inteligencje maszyn
poprzez jezyk. W kolejnych dekadach rozwijaty sie systemy regutowe, a nastepnie algoryt-
my uczenia maszynowego, az po wspotczesne modele gtebokiego uczenia, takie jak BERT,
GPT i T5. Te nowoczesne rozwigzania umozliwiaja automatyczne ttumaczenie, analize
sentymentu, generowanie tekstéow i inne zaawansowane zadania. Przetwarzanie jezyka
oparte jest na réznych metodach reprezentacji tekstu, takich jak modele statystyczne
(np. TF-IDF), wektorowe (word2vec) i kontekstowe (BERT). Najnowsze modele, w rodzaju
GPT-4, s wielomodalne i moga przetwarzaé zaréwno tekst, jak i obraz czy dzwiek. Przy-
sztos¢ inzynierii lingwistycznej to dalsza integracja ze sztuczng inteligencja (ang. artificial
intelligence, Al), rozwdj wielojezycznych modeli oraz tworzenie bardziej zaawansowanych
systemow automatycznej analizy jezykowej. Rowniez w Polsce trwaja prace nad modelami
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dla jezyka polskiego, takimi jak Bielik i PLLUM, a rozwdj tej dziedziny wymaga statej aktu-
alizacji korpuséw jezykowych i wspotpracy miedzynarodowe;j.

Stowa kluczowe: inzynieria lingwistyczna, przetwarzanie jezyka naturalnego, uczenie ma-
szynowe, duze modele jezykowe, sztuczna inteligencja

Linguistic engineering
Abstract

Linguistic engineering, also known as natural language processing (NLP), focuses on the
computational analysis and generation of text, speech, and non-verbal signals. It is widely
used in search engines, machine translation, chatbots, and voice assistants. The field dates
back to the mid-20th century, when Alan Turing introduced a test to measure machine
intelligence through language. Over the decades, it evolved from rule-based systems to
machine learning algorithms, culminating in deep learning models such as BERT, GPT,
and T5. These modern approaches enable tasks such as automatic translation, sentiment
analysis, and text generation. Text processing relies on various representation methods,
including statistical models (e.g. TF-IDF), vector-based models (word2vec), and contex-
tual embeddings (BERT). The latest models, such as GPT-4, are multimodal, enabling the
processing of not only text but also images and audio. The future of linguistic engineering
involves further Al integration, the development of multilingual models, and the creation
of more sophisticated automatic language analysis systems. In Poland, efforts are under-
way to develop language models such as Bielik and PLLuUM. The field’s growth requires
continuous updates to linguistic corpora as well as international collaboration to ensure
the effective processing of different languages and dialects.
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